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ABSTRACT
Questionnaires are efficient for collecting numerous user feedback.

However, the reliability of results is a major issue, even with honest

participants. Indeed, they face situations of doubt, and usually do

not have the option to express their hesitations. We describe a user

study in which we provide participants with the possibility to give

1) a certitude rate 2) imprecise answers, 3) both a certitude rate and

imprecise answers. Firstly, we observe that contributors express

their hesitations consistently: there is a correlation between the

task difficulty on the one hand, and the uncertainty and imprecision

of the answer, on the other hand. Secondly, our results demonstrate

the effectiveness of the decision-making process by using this ad-

ditional information with the belief functions theory. Indeed, this

process helps to reduce the error rate and fewer participants are

required to reach a satisfactory correct answers rate.

RÉSUMÉ
Les questionnaires sont utiles pour le recueil de retours utilisa-

teurs. Cependant, la fiabilité des résultats est un problème majeur,

même avec des participants honnêtes. Les contributeurs confrontés

à des situations d’indécision n’ont généralement pas la possibilité

d’exprimer leurs hésitations. Nous décrivons une étude utilisateur

dans laquelle nous donnons aux participants la possibilité de donner

1) un degré d’incertitude, 2) des réponses imprécises, 3) à la fois un

degré d’incertitude et des réponses imprécises. Nous observons que
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les contributeurs expriment leurs hésitations de manière cohérente

: il existe une corrélation entre la difficulté de la tâche, l’incertitude

et l’imprécision de la réponse. Nos résultats démontrent l’efficacité

du processus de prise de décision en utilisant cette information

supplémentaire avec la théorie des fonctions de croyance. Nous

réduisons le taux d’erreur grâce à cette analyse et nous montrons

que moins de participants sont nécessaires pour atteindre un taux

satisfaisant de réponses correctes.
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1 INTRODUCTION
Questionnaires frequently use closed-ended questions, providing

participants with predefined options for selecting a response. De-

pending on the nature of a closed-ended question, respondents may

be required to choose a unique option (typically when using radio

buttons), or can select multiple options (typically with checkboxes).

Interpreting responses to closed-ended questions is a delicate task

as such questions do not allow for the expression of uncertainty.
Therefore, when analyzing answers, it is generally assumed that

respondents were certain of their choices. Currently, few interfaces

enable users to modulate their answers and to integrate any hesita-

tions they may have [10, 12, 14, 15]. Moreover, existing interfaces

are mostly related to educational systems [10, 12, 15] where a cor-

rect answer is defined for each question. However, it is not always

possible to have a ground truth in questionnaires, as in the case of

surveys. For example, when asking a person whether a given book

excerpt is relevant or not, the answer depends on the respondent’s

subjective perception and domain knowledge. As a result, contrib-

utors may be prompted to provide additional information about

their knowledge on a subject [14], but this differs from measuring

the certainty of their answers.

The aim of this work is to study the relevance of an information-

gathering interface designed for the general public, capable of tak-

ing into account participants’ potential hesitations. Therefore, we

propose enhancing contributors’ expressive capabilities by request-

ing additional information regarding their uncertainty and impreci-

sion, two inherent imperfections in human contributions, alongside

their initial responses. Imprecision is defined as participants’ indeci-

sion among several options, and uncertainty refers to participants’

self-assessment of the confidence in their answer. To validate this

approach, the article addresses two key questions: Is there a cor-

relation between the difficulty of a task and the imprecision and

uncertainty expressed by a contributor? Does considering the im-

perfections in responses contribute to improve decision-making

during data processing?

Our study focuses on multiple-choice questionnaires (MCQs),

which involve only one correct answer and no ground truth. The

objective is to acquire knowledge through the analysis of responses

provided by multiple contributors. Achieving a reliable answer re-

quires a substantial number of participants, leading to the common

practice of conducting such studies on crowdsourcing platforms.

Crowdsourcing platforms facilitate the efficient gathering of infor-

mation by compensating a crowd of contributors for answering

a predefined set of questions, constituting a task. While this ap-

proach is quick and accessible, it can also incur significant costs.

Consequently, our goal is to minimize expenses by reducing the

number of participants required for these campaigns. In this article,

we aim to demonstrate that a more expressive interface has the

potential to reduce the need for a large number of contributors by

relying on more reliable information. The analysis of responses is

based on the theory of belief functions.

This article begins by presenting related work on crowdsourcing

interfaces and task creation in the section 2, then, in the section 3,

moves on to a user study and its results.

2 RELATEDWORK
In this work we focus on leveraging the trade-off between certitude

and precision for MCQs crowdsourcing tasks. This section reviews

previous work on certainty and on crowdsourcing campaign in-

terfaces. The theory of belief functions, which will be used in the

latter part of this article to model imprecise and uncertain MCQ

answers, is also introduced.

2.1 Overcoming the rigidity of MCQs
Multiple-choice questionnaires (MCQs) are a specific type of ques-

tionnaire that proposes a restricted set of options to a question. . An

inherent problem with MCQs is that their restricted format limits

respondents’ ability to express themselves, as these questionnaires

do not allow respondent’s to express their ignorance, imprecision

and uncertainty. As a result, if they hesitate between two (or more)

answers, they will choose one of them randomly. . In a crowdsourc-

ing context, a random response from contributors introduces noise

into the collected data. This forces the employer to hire a large

number of contributors to reduce this noise, but also increases the

cost of the campaign.

2.2 Crowdsourcing interfaces
The literature on crowdsourcing generally deals with issues of an-

swers aggregation [1, 4, 17, 21, 23], contributor profile [27, 28],

motivation [25] and question assignment[2, 5, 13]. However, to

the best of our knowledge, only a handful of articles deal with

crowdsourcing interfaces. Some of these studies focus on different

tasks such as image classification and notation [22] or text charac-

terization [14]. Very few, however, relate to MCQs. For example,

Thierry et al. [26] asked participants to provide a confidence rate

of their answers on a 5-point Likert scale, and allow them to select

two offering magnitude in the precision of the reported answer.

However, this level of imprecision is limited to up to two choices,

and the authors did not study the relationship and possible trade-off

between precision and certitude. This is of particular interest, given

that the way the task is communicated has a real impact on the

quality of the contributor’s work. Kazai et al. [14] argue that task
design plays a crucial role, because even well-meaning contribu-

tors can generate erroneous data if the task design and interface

are of poor quality. This fact is corroborated by the contributors

of crowdsourcing platforms interviewed by Kittur et al. [16], who
claim that the proposed tasks are often poorly designed, leading to

misunderstandings between contributors and the employer. The

authors propose a task design where the system would explain the

importance of the job, offer feedback from peers and experts, and

encourage self-assessment.

Feedback is an important element for contributors and can help

improve their performance, which is why AMT [3] recommends

introducing feedback into the crowdsourcing campaign using, for

example, gold data. Dow et al. [11] are interested in the possibility

for the contributor to resume work after self-correction or external

feedback and to do so create an interface to facilitate synchronous

feedback. A comparison of three scenarios is carried out, in the

first one there is no correction as it is in our crowdsourcing cam-

paign; in the second one an auto-correction is possible; and in the

last one, an external correction is carried out by an expert. Open
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questions are asked to the contributors so that the feedback from

the experts can improve the quality of answers. Results show that

both self-correction and external correction lead to better quality

answers. The external review led to higher performance than the

self-correction, but not to better work overall.

The main commonality of the interfaces mentioned above is

that most use MCQs. Indeed, they are often used in crowdsourc-

ing platforms because they are easier to aggregate. Marcus and

Parameswaran [18] also recommend using closed questions for

crowdsourcing when the subject allows it.

2.3 Belief Functions
The theory of belief functions was introduced by Dempster [8]

and formalized by Shafer [24]. It is a generalization of fuzzy and

probabilistic approaches and allows to model the imprecision and

uncertainty of imperfect sources of information. Because of their

human nature, contributors to crowdsourcing campaigns are im-

perfect sources of information and may display uncertainty in their

responses. This is why [1, 17, 20, 26] use belief functions to model

responses from crowdsourcing campaigns.

The theory considers a set Ω of hypotheses called the frame of

discernment. In a crowdsourcing context, the set of answers𝜔1 ...𝜔𝑛
proposed to the contributor constitute the discernment framework

Ω = {𝜔1 ...𝜔𝑛}. Mass functions𝑚 : 2
Ω → [0, 1] model the elemen-

tary degree of belief of the source and respect the normalization

condition: ∑︁
𝑋 ∈2Ω

𝑚(𝑋 ) = 1 (1)

Thus, if we consider a contributor 𝑐 answering a question 𝑞

whose set of possible answers is Ω. If the contributor chooses an-
swer𝑋 ∈ 2

Ω
with 𝛼 ∈ [0, 1] a confidence in its answer, then we can

model it as𝑚Ω
𝑐𝑞 (𝑋 ) = 𝛼 . The higher the mass𝑚Ω (𝑋 ), the stronger

the contributor’s belief in his 𝑋 answer. The 𝑋 contribution may

be imprecise if the contributor selects several 𝜔𝑖 ⊂ Ω answers. Ig-

norance is modeled in the theory of belief functions by the element

Ω such as𝑚Ω (Ω) > 0.

There are specific mass functions such as simple support mass

functions which reflects an uncertain and possibly imprecise re-

sponse from the information source. For a contributor 𝑐 answering

a question 𝑞 whose set of possible answers is Ω we have:{
𝑚Ω
𝑐𝑞 (𝑋 ) = 𝛼 with 𝑋 ∈ 2

Ω \ Ω
𝑚Ω
𝑐𝑞 (Ω) = 1 − 𝛼 (2)

The contributor has an uncertain knowledge because it partially

believes in 𝑋 with a certainty 𝛼 but not totally since a non-zero

mass is present on Ω. Once again,𝑋 can be imprecise if it’s a subset

of Ω.
For information fusion, the 𝐾 contributors 𝑐 all report on the

same frame of discernment Ω and the same question 𝑞. It is possible

to average mass functions:

𝑚𝐴𝑣𝑔 (𝑋 ) =
1

𝐾

𝐾∑︁
𝑐=1

𝑚Ω
𝑐 (𝑋 ) (3)

Many other rules of combination exist in the theory of belief func-

tions, this section lists some conjunctive rules, [19] presents more.

2.4 Summary of related work
MCQs are more common in crowdsourcing platforms as it eases

processing the aggregation of answers. However, current platforms

do not provide the possibility for contributors to express their doubt

in case of hesitation, which can lead them to select a random answer

and introduce noise in the collected data. The goal of this paper

is to allow contributors to be imprecise in case of hesitation , and

to give them the opportunity to express their certainty about their

contribution. There are few studies of questionnaires that take into

account both uncertainty and imprecision and, to our knowledge,

none of them establish a link between these two elements and

the task difficulty. Thierry et al. [26] do include uncertainty and

imprecision in their MCQs. However, they does not focus on the

interface itself, but on modeling answers and contributors profiling.

Moreover, in the author’s work, the imprecision that participants

may report is limited and directed, and participants assess their

certainty using numbers.

In our work, we offer contributors the option of selecting asmany

choices as they wish, up to and including all options if necessary.

We also require them to estimate the certainty of their answer using

a Likert scale. In what follows, we study the impact of this new

questionnaire configuration on participants’ answers, and propose

an aggregation method that leverages the additional information

to obtain more accurate final results with fewer participants.

When a contributor is required to formulate a certainty in his

answer, two alternatives exist: authors proposing a scale of cer-

tainty and those requiring a numerical value. For our part, we have

chosen to use a scale of certainty in our interface, as we believe

that it is easier for the contributor to choose between different

levels of certainty, rather than giving a numerical value, which is a

complicated exercise. Moreover, requesting a numerical value of

certainty may introduce a bias, as not all contributors associate the

same degree of certainty to a given numerical value. For example, a

value of 0.43 could mean few certain for one contributor and rather

uncertain for another.

The next section introduces the interfaces designed for our ex-

periments on crowdsourcing platform and the results obtained.

3 EXPERIMENT
We performed four tasks, the first one for certainty, the second

one for imprecision, the third one for both in view to validate the

next hypotheses and the last one as control experience. For the first

hypothesis, we assume that the more difficult the task, the less the

contributor will be certain of the answer (H1). Second, we estimate

that the certainty self-assessment of the contributor depends on the

global difficulty of the task (H2). Third, we believe that offering to

the contributor the possibility to be imprecise increase the correct

answer rate (H3) as the set of answer increase, the probability to give

the good answer increase too. In addition, the contributor should

be more confident by being imprecise than if he is constrained

to select randomly an answer in a set of responses he believes

correct. Moreover, thanks to uncertainty and imprecision our last

hypothesis is that fewer contributors are required to perform a

crowdsourcing task (H4) because these elements are included in

the answer modeling for the data aggregation.
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Figure 1: Interface for Task 1. Participants choose one seg-
ment, and provide a self-assessment of their certainty on a
7-point Likert scale.

3.1 Methodology
In this work, we are interested in understanding the trade-off be-

tween the certainty and precision of croudworkers when answering

MCQs. In order to accurately investigate this point, we need ques-

tions with ground-truth answers, and we have to be able to control

certainty and precision independently. This is why we opted for

a psychophysics task in which we show participants five parallel

segments of similar length, except (maximum) one. Participants

have to answer which of the segments is the tallest. This task al-

lows us to control its difficulty by adjusting the difference in length

between the tallest segment and the other. Thus, we can design the

four following tasks that respectively enable participants to provide

a self-assessment of their certainty in their answer, provide several

answers in case they have hesitations, or both.

Task 1: certainty. For this task, participants have to provide a

precise answer (only one selection is allowed) and a self-assessment

of their certainty in their answer. Figure 1 presents the interface

designed for this task, that shows five vertical segments, aligned at

the bottom. Participants are asked: “Which segment is the tallest?”

and have to answer the question by selecting the segment they

perceive as the tallest, thanks to the corresponding radio button.

They are also asked to provide a self-assessment of their certainty:

“What is your certitude?” by selecting a radio button in a 7-point

Likert scale with the following choices: “Totally uncertain”, “Uncer-

tain”, “Slightly uncertain”, “Neither certain nor uncertain”, “Slightly

certain”, “Certain”, and “Totally certain”.

The interface displays 5 segments: 1 target segment and 4 control
segments. The length of control segments is 40𝑚𝑚, the length of

the target segment is 40 + Δ𝑚𝑚 and the horizontal space between

all segments is 20𝑚𝑚. We note Δ the difference between the length

of control segments and the length of the target segment. In this

task we used 2 sets of Δ:

Δ0 = {0𝑚𝑚, 0.3𝑚𝑚, 0.6𝑚𝑚, 0.9𝑚𝑚, 1.2𝑚𝑚, 1.5𝑚𝑚}

Δ1 = {0𝑚𝑚, 0.3𝑚𝑚, 0.6𝑚𝑚, 1.2𝑚𝑚, 1.8𝑚𝑚, 2.4𝑚𝑚}

Figure 2: Interface for Task 2. Participants can select as many
segments as they like to ensure they get the correct answer.

In the case of Δ = 0𝑚𝑚, the target segment and the control seg-

ments have the same length, that is 40𝑚𝑚. Therefore the expected

error rate for these trials is the chance level: 20% (one chance out of

5). For these trials, half of the participants use Δ0, and the other half

use Δ1. Our intent is to verify if participants provide an absolute or

relative assessment of their certainty, depending on the difficulty

of their trials (H2).

We explain to the contributors that no penalty is applied for

uncertainty in their answers.

Task 2: precision. In this task, when hesitating between several

segments, participants can provide answers with more or less preci-
sion, depending on the number of selected segments. The interface

for this task (see Figure 2) is similar to that of Task 1, with the

following differences: participants are asked: “Which segments do

you feel certain contain the tallest one?”; to answer this question,

they can select between one and several segments thanks to the

corresponding checkboxes. No certainty level can be provided by

the contributor.

The length of control segments and spacing between segments

are the same as in Task 1. The set of Δ used in this task is the

following:

Δ2 = {0𝑚𝑚, 0.3𝑚𝑚, 0.6𝑚𝑚, 0.9𝑚𝑚, 1.2𝑚𝑚, 1.8𝑚𝑚, 2.4𝑚𝑚}

Given the instructions, we expect participants to select all the

segments when Δ = 0, since all segments are of the exact same

length. As before, participants are informed that there is no penalty

for multiple choices.

Task 3: certainty and precision. This task is a combination of

Tasks 1 and 2. Indeed, they can select several options and have to

provide a self-assessment of their certainty. The interface for this

task is shown on Figure 3.

As for the Tasks 1 and 2, we instruct participants there is no

penalty for being uncertain or selecting several options. The set of

Δ used in this task is the same one as in Task 2:

Δ2 = {0𝑚𝑚, 0.3𝑚𝑚, 0.6𝑚𝑚, 0.9𝑚𝑚, 1.2𝑚𝑚, 1.8𝑚𝑚, 2.4𝑚𝑚}
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Figure 3: Interface for Task 3. Participants can select as many
segments as they like to ensure they get the correct answer.
They also provide a self-assessment of their certainty on a
7-point Likert scale.

Task 4: control experience. This task has been created to reflect

those that can be encountered in crowdsourcing platforms. Partic-

ipants are asked: “Which segment is the tallest?” and answer the

question by selecting the segment they consider to be the tallest us-

ing the corresponding radio button. They have to provide a precise

answer, knowing that only one segment is allowed. They cannot

report a self-assessment of their certainty.

Figure 4: Interface for Task 4. Participants can only choose
one segment.

The set of Δ used in this task is the same one as in Task 2 and 3:

Δ2 = {0𝑚𝑚, 0.3𝑚𝑚, 0.6𝑚𝑚, 0.9𝑚𝑚, 1.2𝑚𝑚, 1.8𝑚𝑚, 2.4𝑚𝑚}

Common considerations. In all four tasks, the vertical position of

the segments slightly changes in a random manner from one trial

to another to avoid second-guessing due to persistence of vision.

The screen is blackened for 1 second between trials to stimulate

the eyes to respond to the change, in order to avoid comparisons

between trials. A progress bar at the bottom of the page shows

participants how far they have come in the task. We introduce one

attention question per Block to dissuade participants from rushing

the trials.

The experiment followed a mixed design. Task was a between-

subject factor. Task 1 used 2 Delta series as a between-subject

factor, while Tasks 2, 3 and 4 used only one. Therefore, each par-

ticipant performed one of the four tasks, with one Delta series.

Delta series in Task 1 contained 6 values each, while the Delta

series in Tasks 2, 3 and 4 contained 7 values. All tasks had 2 within

subject factors: the Position of the tallest segment (5 possibilities),

and the number of Blocks (3 in task 1; 2 in tasks 2, 3 and 4). 100

participants have realized tasks 1 to 3, notice that as for task 1 there

were two delta series, that means 50 participants have performed

the task 1 for Δ0 and 50 for Δ1. For task 4, unlike the other tasks,

it is mainly the response time that interests us, which is why the

crowd performing this experiment is smaller and composed of 25

contributors.

The experiment design is the following:

Task 1 : 2 Delta series × 6 Delta values × 5 Positions × 3

Blocks × 50 Participants = 9000 trials.

Tasks 2 & 3 : 7 Delta values × 5 Positions × 2 Blocks × 100

Participants = 7000 trials.

Task 4 : 7 Delta values × 5 Positions × 3 Blocks × 25 Partic-

ipants = 2625 trials.

We recruited participants on Crowdpanel
1
, and made sure they

participated in only one of the Tasks and one of the Delta se-

ries. We implemented the experiment as a node.js web server, the

crowdpanel platform redirected participants to the web interface.

We used Pointingserver from libpointing [6] to get the screen size

dimensions in𝑚𝑚 in order to ensure the same segment length was

presented to every participant, independently of the screen they

use.

3.2 Results and discussions
In this paper, we wish to show that offering contributors the pos-

sibility to be imprecise allow them to be more certain about their

answers. We therefore expect the average certainty of the contrib-

utors who participated in experiment 3 to be higher than that of

the contributors who performed experiment 1 for which they had

to give a precise answer. In addition, we propose an answers ag-

gregation using the belief function theory in order to process the

information collected via this interface. This method offers better

results than the majority vote, traditionally used in crowdsourcing

platforms.

We discuss our results in light of our hypotheses. First, we discuss

the relation between the task difficulty and the contributors’ self-

assessment of their certainty in their answers. Then, we discuss the

relative against the absolute aspect of participants’ certitude self-

assessment. Finally, we present aggregation methods that leverage

imprecision and incertitude to obtain good answers with fewer

participants.

1
https://crowdpanel.io/
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3.2.1 Relation between certainty and difficulty. Figure 5 presents
the average participants’ self-assessment of certitude in Task 1 for

bothΔ0 andΔ1, and in Task 3. Value 0 represents “Totally uncertain”,

and 6 represents “Totally certain”.
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Figure 5: Average certainty on the answer for the different
values of the augmented size of the tallest segment. Error
bars are 95% confidence intervals.

As the crowd of the first experiment could select only one seg-

ment and considering that for 𝛿 = 0 the segments were indis-

tinguishable, the contributors should be totally uncertain of the

validity of their answer and the average certainty should be around

0. But in Figure 5, the lowest value of the average certainty is about

2 which corresponds to the proposition “Slightly uncertain”. In our

opinion, the contributor probably imagines that his work will be

depreciated if he is not confident enough in his answer. Of course,

this is not the case, but it may explain why he does not admit that

he is totally uncertain.

The Bravais-Pearson correlation coefficients calculated for the

values of the axes (certainty and Δ) are the followings : 𝑟Δ0
=

0.5, 𝑟Δ1
= 0.7, 𝑟Δ2

= 0.5. According to the coefficients 𝑟 the average

certainty is positively correlated to the increased size of the segment

and negatively correlated to the difficulty of the question which

validate the hypothesis H1.

For task 1, Mann–Whitney U tests did not reveal significant

differences (p>0.1) between Δ0 and Δ1 for each common 𝛿 =

{0𝑚𝑚, 0.3𝑚𝑚, 0.6𝑚𝑚, 1.2𝑚𝑚}, in spite of Figure 5 suggesting some

differences. This suggests that the two groups of contributors had a

similar degree of certainty for these values. We observe on Figure 7

that the correct answer rate is close to 100% when 𝛿 ≥ 1.2𝑚𝑚,

which explains participants share the same certitude in both condi-

tions. We therefore partially validate H2, because participants did

not have the same scale of certitude self-assessment depending on

the 𝛿 values they were presented in their trials. This effect is smaller

when the task is easy enough. The certainty interval used by the

contributor for their self-assessment is restricted by the amplitude

of the difficulty interval for Δ0, which confirms hypothesis H2, the

self-assessed certainty used by the contributor is relative to the

overall difficulty of the task. Moreover, the average certainty of the

crowd in task 3, which had the possibility of being imprecise, is

higher than the average certainty of the crowd in task 1, which

had to be precise in its answers. Offering contributors the opportu-

nity to be imprecise in order to cope with the difficulty of the task

enables them to be more confident as mentioned in H3.

3.2.2 Leveraging imprecision for difficult questions. Figure 6 shows
the average imprecision of contributors for the Tasks 2 and 3.We de-

fine imprecision as the number of segments that have been selected

by participants in a trial. It ranges from 1 to 5 because participants

could select 1 to 5 segments.

1

2

3

4

5

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4

Δ (mm)
A

ve
ra

ge
 im

pr
ec

is
io

n T2

T3

Figure 6: Average imprecision of the answer for the different
values of the augmented size of the tallest segment.

Figure 7 presents the correct answer rate for the four tasks.

Answers from Tasks 2 and 3 are considered as correct when the

tallest segment is included in the set of selected segments.
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Figure 7: Correct answer rates for the different values of the
augmented size of the tallest segment.

Indeed, participants selected more segments when the task was

difficult than when it was easy. We expected participants to select

all 5 segments in the 𝛿 = 0 case since it was impossible for them

to distinguish them. However, we observe that they selected only

2.5 segments for that value of 𝛿 in both Tasks 2 and 3 (Figure 6). It

explains why the error rate is 50%, greater than the chance level

(20%), but much smaller than 100% (Figure 7). Therefore we can

validate H3: allowing participants to be imprecise increases their
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certainty. In addition, Mann–Whitney U tests did not reveal signif-

icant differences (p>0.1) between the tasks 2 and 3 for each 𝛿 value

(Figure 6), suggesting that asking for a confidence self-assessment

does not influence the number of answers participants select.

The correct answer rates as discussed above (Figure 7) are the

average correct response rates for each contributor. In crowdsourc-

ing campaigns, the employer is interested in the results obtained

by aggregating the answers. In the next section, we explain how

to aggregate the answers, by taking into account imprecision and

certitude.

3.2.3 Answer aggregation leveraging imprecision and certainty. The
underlying idea behind answer aggregation is to leverage the quan-

tity of answers in order to minimize the odds of collecting incorrect

information.

We compare the majority voting traditionally used for the an-

swer aggregation in crowdsourcing platforms to the Expectation-

Maximisation algorithm and an approach using the theory of belief

function. The theory of belief function allows modelling the impre-

cision and uncertainty of the answers, so by using this theory for

the answer aggregation we should obtain better results than the ma-

jority voting that does not consider the certainty of the contributor

in their answer.

Majority Voting (MV). MV is an aggregation method commonly

used in crowdsourcing platforms because it is simple to implement.

This method is generally used with precise data only, that is with

questions where contributors had to provide a precise answer. We

adapt the majority vote here so that it can also be used for impre-

cise answers and to compare the results of the three tasks. To do

this, the segments are modeled by indicator functions 𝑟𝑐𝑞 , with 𝑐 a

contributor and 𝑞 a question. Let Ω be the set of possible answers

to the question 𝑞 and 𝑋 ⊂ Ω be the contributor’s answer 𝑐 to the

question, then:{
𝑟𝑐𝑞 (𝑋 ) = 1, 𝑋 ⊂ Ω if the contributor chooses the answer 𝑋

𝑟𝑐𝑞 (𝑌 ) = 0, 𝑌 ∈ Ω\𝑋, otherwise (4)

The answers are aggregated by summing the indicators, and the

answer that was given by the largest number of contributors is

selected.

Expectation-Maximisation algorithm (EM). The algorithm pro-

posed by Dempster et al. [9] allows the estimation of missing data.

It is iterative and composed of two phases: “Expectation” which

estimates the unknown data thanks to the current parameters, and

“Maximization” which calculates the new parameters according to

the current data. Both are repeated until the algorithm converges.

David and Skene [7] apply EM in a framework similar to that of

crowdsourcing, we draw inspiration from them for our experiments.

Belief Function Theory. The theory of belief functions [8] can be

used to model the uncertainty and imprecision of imperfect sources

of information. Applied to crowdsourcing, contributors are sources

of information and their answers, in the context of our experiment,

may be imprecise and/or uncertain. The frame of discernment Ω
is here the set of proposed answers to the contributors.

For this study we use simple mass functions𝑚Ω
𝑐𝑞 (equation (2))

to model a contributor’s answer to a question with 𝛼 the numeri-

cal value associated with the certainty that the contributor 𝑐 has

provided for their answer to question 𝑞. All these numerical values

are given in Table 1. The function𝑚𝑐𝑞 characterizes the fact that

the contributor partially believes in his answer 𝑋 , which may be

imprecise, with a mass 𝛼 but no more. The mass functions are

then aggregated per question by an averaging operator for all the

contributors. In order to make a decision on the answer, the aggre-

gated mass function𝑚Ω
𝑞 is transformed into a pignistic probability

according to the equation:

𝑏𝑒𝑡𝑃 (𝑋 ) =
∑︁

𝑌 ∈2Ω,𝑌≠∅

|𝑋 ∩ 𝑌 |
|𝑌 |

𝑚Ω
𝑞 (𝑌 )

1 −𝑚Ω
𝑞 (∅)

, 𝑋 ∈ Ω (5)

The segment with the highest probability is considered the largest

segment.

Table 1: Numerical values 𝛼 associated to the certainty scale.

Totaly uncertain 0.2

Uncertain 0.3

Slightly uncertain 0.4

Neither certain nor uncertain 0.5

Slightly certain 0.6

Certain 0.7

Totaly certain 0.8

The combination operators were applied to the three tasks with

all the crowd. For tasks 2 and 4, since the certainty of the contribu-

tor is not known, we therefore arbitrarily chose certainty: “Neither

certain, nor uncertain” for the belief function method. Answers ob-

tained after aggregation are compared to expected correct answers

in order to calculate correct answer rates for each data aggregation

method. These correct answer rates are listed for each task in Tables

2, 3, 4, 5, and 6.

For all the tasks it is only when the 5 segments are similar in

size that the correct response rate is not equal to 1, except for the

Δ1 of the Task 1 for which a segment size increased by 𝛿 = 0.3 mm

get a correct answer rate lower than 1. The possible imprecision of

the contributors is not penalizing for the quality of the aggregated

data since the rate of good response remains maximum. The lowest

correct answer rate for 𝛿 = 0 is due to the fact that the largest

segment is indistinguishable. Moreover, this correct answer rate is

equal to the chance rate of 0.2 for tasks 2 and 3.

In our final analysis of the results illustrated in Figure 8, we

gradually increase the number of contributors selected for the ag-

gregation of responses, starting with 2 contributors to the whole

crowd. For this aggregation, we are only interested in questions

for which 𝛿 = 0.3. We have chosen this difficulty value because it

is common to all tasks and is the highest difficulty after 𝛿 = 0. We

have chosen not to use the questions for which 𝛿 = 0, because for

this difficulty value the 5 segments being of identical size.

Whereas for 𝛿 = 0.3 it is possible to obtain a correct

answer rate of 1 for the majority of the tasks as shown in

Tables 2, 3, 4, and 5. The correct answer rates presented

in Figure 8 are calculated as follows. A group of 𝑛 ∈
{2, 4, 5, 8, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 70, 80, 90, 100} contrib-
utors is formed, the contributors being randomly selected. For this
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Table 2: Aggregation xp1 (Δ0)

Δ0 (mm) 0 0.3 0.6 0.9 1.2 1.5

MV 0.13 1.00 1.00 1.00 1.00 1.00

EM 0.13 1.00 1.00 1.00 1.00 1.00

Belief 0.13 1.00 1.00 1.00 1.00 1.00

Table 3: Aggregation xp1 (Δ1)

Δ1 (mm) 0 0.3 0.6 1.2 1.8 2.4

MV 0.27 0.93 1.00 1.00 1.00 1.00

EM 0.33 0.93 1.00 1.00 1.00 1.00

Belief 0.13 0.93 1.00 1.00 1.00 1.00

Table 4: Aggregation xp2

Δ2 (mm) 0 0.3 0.6 0.9 1.2 1.8 2.4

MV 0.20 1.00 1.00 1.00 1.00 1.00 1.00

EM 0.10 1.00 1.00 1.00 1.00 1.00 1.00

Belief 0.20 1.00 1.00 1.00 1.00 1.00 1.00

Table 5: Aggregation xp3

Δ2 (mm) 0 0.3 0.6 0.9 1.2 1.8 2.4

MV 0.20 1.00 1.00 1.00 1.00 1.00 1.00

EM 0.10 1.00 1.00 1.00 1.00 1.00 1.00

Belief 0.20 1.00 1.00 1.00 1.00 1.00 1.00

group of 𝑛 contributors the responses for which 𝛿 = 0.3 are aggre-

gated, by MV and by belief function, then the correct answer rate

on the aggregated data is calculated for both aggregation methods.

This process of random selection of contributors and calculation

of correct answer rates is repeated 50 times. Figure 8 shows, for a

group of 𝑛 contributors, the average of the 50 correct answer rates

obtained for questions where 𝛿 = 0.3. We thus wish to see if it was

really necessary to constitute a crowd of 100 contributors in order

to obtain 100% correct answers, or if we could have reduced the

size of the crowd. Another interest of this analysis is to know if the

proposed interface has an impact on the number of contributors

needed in the crowd.

According to Figure 8 the rate of good response increases with

the size of the crowd until the maximum value of 1 is reached.

On this graph, the correct response rate is always higher than the

chance rate of 0.2 even when the crowd is composed of only two

contributors, so there is no randomness here. This graph also shows

higher correct answer rates for task 3 than for task 1. The interface

we propose allowing the contributor to be imprecise reaches a high

correct answer rate with fewer contributors than a more traditional

interface requiring the contributor to be precise in their answer. We

can thus see by graphical reading that 30 contributors are sufficient

to have a good response rate of 1 with the interface of task 3 and

an aggregation by belief function. To obtain the same rate with

Table 6: Aggregation xp4

Δ2 (mm) 0 0.3 0.6 0.9 1.2 1.8 2.4

MV 0.33 0.97 0.97 1.00 1.00 1.00 1.00

EM 0.27 1.00 1.00 1.00 1.00 1.00 1.00

Belief 0.4 0.93 0.93 1.00 1.00 1.00 1.00

Figure 8: Correct answer rate for 𝛿 = 0.3 questions increasing
the number of contributors selected to constitute the crowd.

the interface of task 1, a minimum of 55 contributors is required

with an aggregation using belief functions and 90 for the MV. This

gain in the number of contributors solicited is interesting for the

employer because the number of contributors and the type of task

directly impact the cost of a crowdsourcing campaign. It should

be noted that the difference in correct answer rate between the

aggregation by belief function and the aggregation by MV that we

have just observed for task 1 is also present for the other tasks.

Thus, for the three tasks, the aggregation of results using belief

functions obtains a better correct answer rate than the MV.

The interfaces allowing the contributor to be imprecise offer bet-

ter results compared to those constraining the contributor to give

a precise answer, which tend to validate hypothesis H4. Moreover,

by asking the contributor certainty in the interface of the task 3

in addition to the imprecision (as describe section 3.1) the results

also improve. Considering the imprecision and the uncertainty of

answers allow obtaining better results with fewer contributors.

Moreover, aggregation using belief functions is therefore more rel-

evant for the interface using uncertainty and imprecision propose.

The interface in task 3 allows the contributor to be imprecise

while giving certainty about their answer is attractive to the em-

ployer because the crowd size required to complete the campaign

is smaller than in traditional interfaces that do not consider impre-

cision. Nevertheless, the time required for the contributor to be

imprecise and give his certainty (Task 3) is longer than for precise

answers without certainty requested (Task 4). Yet time is another

significant variable in the cost of the campaign to the employer, so
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(a) Correct answer rate for MV et belief functions for task 3 and 4
(𝛿 = 0.3)

(b) Crowdsourcing campaign cost for different crowd sizes

Figure 9: Comparison of correct answer rates (𝛿 = 0.3) and
campaign costs according to crowd size

we will now compare the campaign costs for Tasks 3 and 4. Fig-

ure 9a compares the average correct response rates for 𝛿 = 0.3 for

the contributions of task 3 modeled by the theory of belief functions

and those of task 4 for which the MV is used. The method followed

to obtain this figure is the same as for figure 8. A set of contributors

is chosen 50 times and the average of the correct answer rates is

performed. For task 4, the crowd is smaller and composed of 25

contributors. The size of the crowd therefore varies between 2 and

25 contributors for the graphs in Figure 9. Figure 9b shows the

costs of the crowdsourcing campaigns associated with tasks 3 and

4 as a function of the number of contributors that make up the

crowd. Task 3 lasts 16 minutes and costs the employer €5.18 per

contributor compared to €3.88 for 12 minutes for task 4. Task 4

is much faster for the contributor and less costly for the employer

for the same number of contributors compared to task 3. However,

the aggregation of the data from task 3 makes it possible to obtain

a better rate of correct answers more quickly than task 4 and this

with fewer co-contributors. The contributor therefore takes more

time to answer the questions with the possibility of being imprecise

while giving his certainty, contrary to the traditional interfaces

without imprecision and certainty. On the other hand, thanks to

the modeling of the answers by the theory of belief functions, the

employer can call upon a smaller crowd for an identical or even

better correct answer rate, which reduces the cost of the campaign

while improving the user experience.

4 DISCUSSION AND CONCLUSION
In this paper we investigate how contributors may leverage a more

expressive user interface for crowdsourcing. More precisely, we

conducted a study relying on four tasks: one where contributors

were asked to report a self-esteemed degree of certainty in their

answer, one where they could provide more or less precision by

selected several of the suggested options when in doubt, one where

they both had to report their certainty and can provide answers of

various precision, the last one where they have to provide a precise

answer and cannot report their certainty.

The tests carried out in this paper were conducted on the Crowd-

panel platform and leveraged a task based on visual perception in

order to know the ground truth and control the level of difficulty

of the task, independently of participants’ prior knowledge. The

analysis of the results obtained provides several valuable insights.

First, it confirms that contributors degree of certainty in their

answer increases when the task gets easier.

Second, we observe that the contributors make good use of the

possibility to be imprecise, and that imprecision increases with

the difficulty of the task as contributors do not hesitate to select

several options when the task is of high difficult. They, however,

rarely select all possible answers even when the task is impossible

to answer. It is also worth noting that this use imprecision allows

contributors to be more certain about their answers. Indeed, a

more traditional interface in crowdsourcing platforms requires the

contributors to be precise in their answer, forcing them sometimes

to make a risky choice if they have a doubt between several answers,

or even to choose randomly if they are completely unaware of

the answer. These answers given under constrain diminish the

contributors’ certainty in their work without being able to point

this out to the employer. Thanks to the interface that we propose

when it is imprecise, the contributors are thus more certain of their

contribution than if they had to make a choice.

Then, we used the theory of belief functions to model the un-

certainty and imprecision using our dataset. This allowed us to

consider imprecision and certainty in provided answers, which al-

lowed us to obtain a better good answer rate with the contributions

during aggregation than the MV traditionally used in crowdsourc-

ing platforms. This confirms the benefits of giving the opportunity

to contributors to self-assess their certainty and provide imprecise

answers, which could be a real advantage for employers because,

thanks to it and the use of the theory of belief functions for the

aggregation of the collected data, the crowd required to perform

the task is smaller than for a traditional interface. In this way, it
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is possible to obtain the information faster and from fewer con-

tributors compared to with more traditional interfaces that do not

provide these possibilities.

Compared to [10, 12, 15] we do not introduce imprecision and

uncertainty in an educational setting but in closed questionnaires

used in the field of surveys and more precisely on crowdsourcing

platforms. Considering the results of our studies, we recommend

giving to the contributor the possibility to be imprecise and uncer-

tain in survey questionnaires.
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